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Abstract Considering convergent product as an important manufacturing technology for digital
products, we integrate functions and sub-functions using a comprehensive fuzzy mathematical
optimization process. To form the convergent product, a web-based fuzzy network is considered in
which a collection of base functions and sub-functions configure the nodes and each arc in the network
is to be a link between two nodes. The aim is to find an optimal tree of functionalities in the network
adding value to the product in the web environment. First, a purification process is performed in the
product network to assign the links among bases and sub-functions. Then, numerical values as benefits
and costs are determined for the arc and the node, respectively. Also, a fuzzy customers’ value
corresponding to the arcs is considered. Next, the Steiner tree methodology is adapted to a multi-
objective model of the network to find the optimal tree. A fuzzy multi-objective solution methodology
is developed for solving the proposed problem. Finally, an example is worked out to illustrate the
proposed approach.

Keywords: Convergent Product, Web-Based (Digital) Network, Fuzzy Multi-Objective Programming,
Steiner Tree, Fuzzy Number.

1 Introduction

Convergence in electronics and communications sectors has enabled the addition of disparate
new functionalities to existing base functions (e.g., adding mobile television to a cell phone or
Internet access to a personal digital assistant, PDA). An important managerial issue for such
convergent products (CPs) is determination of new functionalities adding more value to a
given base. For example, a manufacturer of PDAs may wonder whether it would be a good
idea to add satellite radio to it (i.e., a new functionality incongruent with the base), or whether
it would be better to add electronic Yellow Pages (i.e., a new functionality congruent with the
functions of a PDA). In addition, determining the significance of the base being primarily
associated with utilitarian consumption goals (e.g., a PDA), or with hedonic ones (e.g., an
MP3 music player) is important.

A convergent product is similar to product assembly where different parts of a product
get together to configure a final product. Thus, a designer (modeler) for assembly, as a
convergent product, should be able to specify important features affecting the final product.
These features may in turn help optimize the manufacturing process.
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For instance, the ability of the assembly modeler to furnish information on interferences
and clearances between mating parts is particularly useful. Such information would enable the
designer to eliminate interference between two mating parts where it is impractical to provide
for an interference based on physical assembly requirements. This activity can be
accomplished within the modeling program, thereby averting any loss of productivity that
might occur due to interferences on the shop floor. Also, knowledge of mass properties for the
entire assembly, particularly the center of gravity, may permit the designer to redesign the
assembly based on equilibrium and stability considerations. In the absence of such
information, the presence of an elevated center of gravity and the attendant instability would
only be detected after physical assembly on the shop floor. Three-dimensional exploded
views generated by the assembly modeler can help designers verify whether obvious
violations of common design for assembly (DFA) guidelines are present, such as absence of
chamfers on mating parts.

Corresponding analyses can be achieved within the framework of the assembly modeler.
Additionally, the assembly model may be imported into third-party programs that can perform
kinematic, dynamic, or tolerance analysis. Tolerance analysis is quite relevant to the physical
assembly process. With the input of the assembly model and other user-supplied information
such as individual part tolerances, tolerance analysis programs can check the assembly for the
presence of tolerance stacks. Tolerance stacks are undesirable elements in the sense that
acceptable tolerances on individual parts are combined to produce an unacceptable
dimensional relationship, thereby resulting in a malfunctioning or nonfunctioning assembly.
Stacks are usually discovered during physical assembly, at which point any remedial
procedure becomes expensive in terms of time and cost. Tolerance analysis programs can help
the user eliminate or significantly reduce the likelihood of stacks being present.

Based on the results of the tolerance analysis, assembly designs may be optimized by
modifying individual part tolerances. Note, however, that tolerance modifications have cost
implications; in general, tighter tolerances increase production costs. Engineering handbooks
contain tolerance charts indicating the range of tolerances achieved by manufacturing
processes such as turning, milling, and grinding. Designers use these tables as guides for
rationally assigning part tolerances and selecting manufacturing processes.

A more effective methodology for optimizing product assembly and convergent product
is the tree model, whereas the optimization decision is based on a decision tree. One useful
tree for assembly modeling as a multiple optimization tool is the Steiner tree.

The Steiner tree problem (STP) is a much actively investigated problem in graph theory
and combinatorial optimization. This core problem poses significant algorithmic challenges
and arises in several applications where it serves as a building block for many complex
network design problems. Given a connected undirected graph G=(V,E), where V denotes the
set of nodes and E is the set of edges, along with a weight C. associated with each
edge e € E, the Steiner tree problem seeks a minimum-weight subtree of G that spans a
specified subset N <V of terminal nodes, optionally using the subset N=V-N of Steiner
nodes. The Steiner tree problem is NP-hard for most relevant classes of graphs; see [1].

The Steiner problem in graphs was originally formulated by Hakimi [2]. Since then, the
problem has received considerable attention in the literature. Several exact algorithms and
heuristics have been proposed and discussed. Hakimi remarked that an Steiner minimal tree
(SMT) for X in a network G=(V,E) can be found by enumerating minimum spanning trees of
subgraphs of G induced by supersets of X. Lawler [3] suggested a modification of this

algorithm, using the fact that the number of Steiner points is bounded by |X| — 2, showing that
not all subsets of V need to be considered. Restricting NP-hard algorithmic problems
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regarding arbitrary graphs to a smaller class of graphs will sometimes, yet not always, result
in polynomially solvable problems.

Two special cases of the problem, N = V and N = 2, can be solved by polynomial time
algorithms. When N =V, the optimal solution of STP is obviously the spanning tree of G and
thus the problem can be solved by polynomial time algorithms such as Prim’s algorithm.
When N = 2 , the shortest path between two terminal nodes, which can be found by Dijkstra’s
algorithm, is exactly the Steiner minimum tree.

A survey of Steiner tree problems was given by Hwang and Richards [4]. Several exact
algorithms have been proposed such as the dynamic programming technique by Dreyfuss and
Wagner [5], Lagrangean relaxation approach by Beasley [6], and brand-and-cut algorithm by
Koch and Martin [7]. Duin and Volgenant [8] presented some techniques to reduce the size of
the graphs for the GSP. Another approach for the GSP is using approximation algorithms to
find a near-optimal solution in a reasonable time.

Some heuristic algorithms have been developed such as Shortest Path Heuristic (SPH) by
Takahashi and Matsuyama [9], Distance Network Heuristic (DNH) by Kou et al. [10],
Average Distance Heuristic (ADH) by Rayward-Smith and Clare [11] and Path-Distance
Heuristic (PDH) by Winter and MacGregor Smith [12]. Mehlhorn [13] modified DNH to
arrive at a more efficient algorithm. Robins and Zelikovsky [14, 15] proposed algorithms
improving the performance ratio.

Recently, metaheuristics have been considered to propose better methods for finding near
optimal solutions. Examples are Genetic Algorithm (GA) [16, 17], GRASP [18] and Tabu
search [19]. Although these algorithms have polynomial time complexities, in general, but
they cost enormously on large scale input sets. To deal with the cost issue, some parallel
metaheuristic algorithms have been proposed such as parallel GRASP [20], parallel GRASP
using hybrid local search [21] and parallel GA [22].

Here, making use of the Steiner tree, a fuzzy multi-objective mathematical model is
developed for the convergent product. The remainder of our work is organized as follows. In
Section 2, some elementary concepts and related operations of fuzzy set theory are provided.
In Section 3, the proposed model is described and some useful network algorithms are given.
Section 4 presents the mathematical model and a solution algorithm. Section 5 works out an
experimental study to illustrate the proposed algorithm. We conclude in Section 6.

2 Definitions and Preliminaries

Here, we provide some basic definitions of fuzzy sets and fuzzy numbers, adopted from [23-
25].

Definition 1. A fuzzy set A in a universe of discourse X is characterized by a membership
function ., (x) which associates with each element X in X a real number in the interval [0, 1].

The function value ; (x) is termed the grade of membership of X in A.

Definition 2. A fuzzy number A is a fuzzy convex subset of the real line satisfying the
following conditions:
(@) w;(x) is piecewise continuous.
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(b) u;(x)is normalized; that is, there exists me R with x;(m) =1, where m is called the
mean value of A.

Definition 3. A triangular fuzzy number & is defined by a triplet (a,,a,,a;), where
a, €R,1<i1<3, and its conceptual schema and mathematical form are shown by (1) below:

0, X<a,
X—a,
, q <X<a,
_ a—q
Hz (X) = (1)
a; — X
, a,<x<a,
aQ—a,
0, a; <X

A triangular fuzzy number a in the universe of discourse X that conforms to this definition is
shown in Fig. 1.

0

Fig. 1 A triangular fuzzy number 3 .

Definition 4. A trapezoidal fuzzy number a can be defined by a quadruplet (a,, a,, a,,3,),

where a, e R,1<i<4, and its conceptual schema and mathematical form are shown by (2)
below:

~

0, X<a
m’ aigxgaz
a, —a
Ltz (X) =< 1, a, < xXx<a, (2)
Q=X g, <x<a,
a, —a,
0, a, < X.

A trapezoidal fuzzy number a in the universe of discourse X that conforms to this definition
is shown in Fig. 2.
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a, a, a; ay
Fig. 2 A trapezoidal fuzzy number 3.

Note that one can consider a triangular fuzzy number as a special case of a trapezoidal fuzzy
number by having b, =b;.

Definition 5. For a =(a,,a,,a,), and b= (b,,b,,b;), triangular fuzzy numbers, the fuzzy
sum is given by:

a+b =(a, +b,a, +b,,a, +b,), )
and for a =(a,,a,,a,,a,),and b= (b,,b,,b;,b,), trapezoidal fuzzy numbers, the fuzzy sum
of the two numbers is given by:

d+b=(a +b,a,+b, a,+b,a,+b,).

Definition 6. The a-cut and strong a-cut for a fuzzy set A are shown by ,E\a and ,Z\; :
respectively, and for « €[0,1] are defined to be:

>

y ={x |/1;(X)ZO{,X€X},
;={x |/JA(X)>0£,X€X},

l

where X is the universal set.

Upper and lower bounds for any a-cut A, are shown by supA, and inf A,
respectively. Here, we assume that the upper and lower bounds of a-cuts are finite values and
for simplicity we denote supA, by A and inf A by Al .

Needing to find minimal values amongst fuzzy numbers, we should have a method of
ranking the fuzzy numbers for comparison purposes. For this reason, ranking or ordering
methods of fuzzy quantities have been proposed by several authors. Unfortunately, none of
these methods is commonly accepted.

Here, we make use of a new ranking method for fuzzy numbers proposed by Mahdavi et
al. [26]. For define the fuzzy min operation similar to the fuzzy addition as follows:

MV =MV (3,b) =min(a,b) = (min(a,,b,), min(a,,b,), min(a,, b,), min(a, b, )). (4)
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It is evident that, for non-comparable fuzzy numbers a and b, this fuzzy min operation
results in a fuzzy number different from both a and b . For example, for 3 =(5,10,13,19) and
b =(6,9,15,20), using (4) ,we get MV =min(3,b) = (5,9,13,19) , which is different from both &

and b . To avert this drawback, Mahdavi et al. [26] offered a new approach based on the
distance between fuzzy numbers, proposed in [27].

Definition 7. The D, -distance, indexed by parametersp,l<p<c, and q, 0<q<1,

between two fuzzy numbers a and b is a nonnegative function given as follows:

1 1 1
1a=9)fla; b da+qfla; =b:["da]® , p<w
D,,(ab)= ! | | ! ()
@-q)sup(a, —b,+qinf (a;-b) , p=w
O<a<l O<a<l

The analytical properties of D, depend on the first parameter p, while the second parameter
q of D, ,characterizes the subjective weight attributed to the end points of the support of the

fuzzy numbers. If there is no reason for distinguishing any side of the fuzzy numbers,
D , is recommended.
2

2
For triangular fuzzy numbers & =(a;,a,,8,), and b = (b,,b,,b,), the above distance

with p=2 and q :; is calculated to be:

D,,(a,b)= \/%[Z (b, —2)*+ (b, —2,)" + 3 (B -a)(bs—a.) ()

ie{1,2}

And if a=(a,a,,a;,a,),and Bz(bl,bz,b3,b4),are trapezoidal fuzzy numbers, then the
distance is calculated as:

- 1. &

D ,(@b)= _[Z(bi -a)*+ Z (b —a) (b, —a;,) - )

25 6= ieL3)

Now, we make use of the distance function (7) to acquire the distances of a and bto MV, as

obtained by (4). We then compute D ,(a,MV)=0.1667 andD ,(b,MV)=1.33. Thus, &,
2= 2,5

2

having a lower distance from MV, is decided to be smaller than b.

3 The Proposed Model

In our proposed product digital network, a group of functionalities are considered for a
product. Customers view their opinions for classifying the functionalities into base functions
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and sub-functions. We make use of this classification in developing our model. The
classification procedure is as follows. First, the customer chooses a product in a list of
products being produced in a company. The functionalities of the product are viewed in a web
page. Then, the customer clicks either function or sub-function for any of the functionalities.
Consequently, customer clicks the “classify” button and observes the classified functionalities

in a separate web page. This process is shown in Fig. 3.

Fig. 3 The classification process

Here, we weigh all functionalities (both base functions and sub-functions) considering
different significant attributes affecting the value of a product. Therefore, we consider the

Customer

Function/Subfunction Classification

Job Title

Classification

LCD

Keypad

il

e

Software installation

following mathematical notations.

Mathematical Notations:

iand j
k

ijk

The three dimension comparison fuzzy matrix F is shown in Fig. 4. Note that customers fill

Index for functions and sub-functions;
Index for attributes;

The fuzzy score of triplet comparison of functions (or sub-functions) with functions(or
sub-functions) considering different attributes.

l Base Function
I Subfunction

in this matrix using triangular fuzzy numbers.

Classification Result

Functions

Subfunctions

‘ Lco

‘ Memory ‘

‘ Video ‘

‘ Camera ‘

‘ Bluetooth

‘ Photo ‘

‘ Internet ‘

‘ GPRS ‘

iand j=1,...,n+m
k=1,...,p



http://ijorlu.liau.ac.ir/article-1-340-en.html

[ Downloaded from ijorlu.liau.ac.ir on 2026-01-30 ]

60 R. Hassanzadeh, I. Mahdavi / IJAOR Vol. 4, No. 2, 53-82, Spring 2014 (Serial #12)

Func.1 ----Fu.h(:. m Subfunc.m+1--:- Subfunc. m+n

Func.1

Func. m %

Subfunc.m+1

Fijk

Subfunc.m+n

Fig. 4 The three dimensional comparison matrix

norm
This matrix is normalized to remove the scales. The normalized values are shown by F; . A
norm
threshold value of & is considered in a way that the D , (F;,,MV)>@ are chosen to be
2,=
2
assigned as links. These links configure a network called purified network as shown in Fig. 5.

11

4.1

12

2.0,

3.1

33 4.2

4.3

13

32

Function  Subfunction

Fig. 5 A purified network

Now, using the purified network, we characterize the arcs. To do this, two processes of
leveling and clustering are performed. For leveling, we set the base functions at level zero,
sub-functions with one outlet to the previous level at level 1, and so on. Thus, an | level
network is configured. The proposed algorithm is given next.

Algorithm 1: Leveling to configure a leveled network.

Step 1: Set the base functions at level 0. Let I=0.
Step 2: While sub-functions exist for processing do
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Find sub-functions with a link to a function (or sub-function) at level | and put
them in level I+1. Let I=1+1;
End while.
{l is the number of levels.}
Step 3: Stop.

The nodes of the leveled network are associated with given costs. We are looking for the
benefit each link provides. Here, a clustering approach is considered. Clusters are formed as
follows: at each level, all sub-functions linked to a single parent is grouped in a cluster.
Therefore, clusters consisting different nodes are configured. These clusters are being
configured as a new network. The leveling and clustering processes are shown schematically
in Fig. 6. Later, we apply the Steiner tree methodology to optimize this network.

The proposed algorithm for clustering is given next.

Algorithm 2: Clustering of levels in a leveled network.

Step 1: Set each node at level 0 to be a cluster.
Step 2: For i=1till I do
{Form clusters at level i}
Cluster all sub-functions at level i linked to a single parent at level i-1;
Solve a zero/one mathematical program for level | (we will discuss the
corresponding mathematical program later on);
Perform purification of benefits and costs at level | (as discussed later on);
End for.
Step 3: Stop.

Here, the clustered network is used to configure a tree (the Steiner tree) keeping the base
functions and optimizing three objectives of minimal cost, maximal profit and maximize
customer’s total value in the convergent product value adding process. In traditional Steiner
tree approach, the aim is usually to find a tree having a minimal arc total cost. Here, we
extend the approach by looking for a tree having the base functions and minimizing cost,
maximizing benefit and maximizing customer’s total value. In fact, the model structure’s
closeness to the Steiner tree model justifies modeling the problem with the proposed
approach. Next, we formulate our adapted proposed Steiner tree model. In the proposed
network, node i (function or sub-function i) have two costs:

Ci1: software cost,
Ci2: hardware cost.
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Leveling
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1.1
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Fig. 6 Leveling and clustering processes

Each arc is accompanied with a benefit p, , attained by nodes i and i'. Regarding the

solution approach and using the Steiner tree in the proposed network and the NP-hardness of
the problem, we used leveling and clustering processes to reduce the complexity of the
problem. In clustering, it is not acceptable for any node to be included in more than one
cluster at any level. To guarantee this, for each level I, a zero/one mathematical program is
developed in order to properly appropriate nodes to clusters with the aim of minimizing the
total cost.

Next, we give the zero/one mathematical program and the purification procedure for each
level.
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The zero/one mathematical program for level I:

Min T =% > (aCyi+BCi2)2,

ien jemy
st.
Z z; =1, i=1,..,n,
Jem;
L, 1, if node i isincluster j
"o, otherwise
where, B, a; €[0,1], Vi, j, and

mi; : set of indices of clusters at level | where node i is included,
ni : set of indices of different nodes at level I,

Cij2 : hardware cost of node i in cluster j (cijp= Ci2, for all i and j),
cij1: software cost of node i in cluster j (ciji= cit, for all i and j),
aij - the software reduction cost coefficient of node i in cluster j,
Si: the hardware reduction cost coefficient of node i in cluster j.

Purifying benefits, costs and customers total value at level I:

To determine the cost for each cluster at level |, we use

Cj = Z(aijcijl + B;Cijz) — Z Pii »

ien, i i

with cijs, Cijz, and ny as defined above, B, ; €[0,1], Vi, j, and

cji : cost of cluster j at level I,

aij - the software reduction cost coefficient of node i in cluster j,

[ the hardware reduction cost coefficient of node i in cluster j,

p;» : the benefit of an arc connecting node i in cluster j to node i’ in cluster j.

ij?

Also, to adjust the combined arc benefits in clusters, the following equation is used:

Py = (1+ 7]]’)2 Pii

Vi, i’
where, Vi,i', |, j’,and
p;; : the adjusted arc benefit connecting cluster j to cluster j’,
P, - the benefit of an arc connecting node i in cluster j to node i’ in cluster j',
7 i - the added value configured from nodes in clusters jand j'.
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Also, to adjust the combined arc customers total value in clusters, the following equation is
used:

Py =Q+r) 2

i, i’
where, Vi,i’, j,J’,and
f~jj, - the adjusted arc customers total value connecting cluster j to cluster j’,

f,; : the customers total value of an arc connecting node i in cluster j to node i’ in cluster j',
7 j - the added value configured from nodes in clusters jand j'.

Algorithms 1 and 2 are transformed into Algorithm 3 using the aforementioned
considerations. Also, each node should be in only one cluster at level I. The node having a
minimal cost is chosen for the level I. Then, instead of using the zero/one mathematical
program for level I, we can be used in step 3 of Algorithm 3. This leads to a reduction of
computations by avoiding the need for using the zero/one programs.

Algorithm 3: leveling and clustering in the network.

Step 1: Set the base functions at level 0. Let 1=0.
Step 2: While sub-functions exist for processing do
Find sub-functions with a link to a function (or sub-function) at level | and
place them at level 1+1; Let I=1+1;
End while.
{l is the number of levels}
Step 3: Set each node at level 0 to be a cluster.
Step 4: For i=1till | do
{Form clusters at level i}
Cluster all sub-functions at level i linked to a single parent at level i-1;
While |n;| >0 do
Select k en; suchthat a,,Cy,, + B,Cipz = ﬂrkl {akjckjl + ,Bkjcka}. Set z,, =1,

and z;, =0, Vjem, , j=p;

set n, < n —{k}

End while;

For j=1till g, do {q, is the number of clusters in the level i}

Cji = 2 (@i + BiCyp) = 2 Pir

ien, i, i
End for;
For j=1till g, do
For j'=1till g; do
Py =+75) 2 Pir
Vi, i’
fjj' =(1+ 7jj'); fi s
End for;
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End for;
End for.
Step 5: Stop.

4 Mathematical Formulation and Solution Method

Here, we first propose the mathematical model for the considered problem and then state a
solution approach.

4.1 Mathematical formulation

We first recall the undirected Dantzig—Fulkerson—Johnson model for the convergent product
Steiner tree problem (CPSTP) proposed in [28]. Let xjj and y; be binary variables associated
with links (i, j) € E and clusters i eV, respectively. Variable y; is 1 if cluster i belongs to the
solution, and is O otherwise. Similarly, variable x;j is 1 if link (i, j) belongs to the solution, and
is 0 otherwise. For S cV , define E(S) as the set of links with both end nodes in S. Assume
that terminals are the set N. The mathematical model can then be written as:

Maximize > p;.x; (8)
(i.J)<E
Minimize Y c..y;, (9)
ieV
Maximize ) ﬂj Xij » (10)
(i.))<E
Such that
2% =2 %L, (11)
(i,j)eE ieV
dx;< Dy,  VvkeScV, vS:i[§|>2, (12)
(i,)eE(S)  ieS—{k}
y, =1, vheN, (13)
X; € {0,1}, Vi, jeE, (14)
y, {01}, VieV. (15)

The objectives are to maximize the aggregated benefits, minimize the aggregated costs and
maximize the aggregated customers total value. Constraint in (11) guarantees that the number
of clusters in a solution is equal to the number of links minus one, and constraints (12) are the
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connectivity constraints. The number of constraints (12) equals 2l —|V| —1. As a result, the

number of variables and constraints are increased exponentially with respect to the number of
clusters. Constraints (13) impose the terminal clusters to exist in the tree. Relations (14) and
(15) show the variable types.

4.2 Fuzzy multi-objective solution method

Numerous problems in economics, operations research, decision sciences, engineering and
management sciences have mainly been studied from optimization point of view. As decision
making is influenced by the disturbances of social and economical circumstances, a direct
optimization approach is not always the most effective. This is because under such influences,
most problems are ill-structured. In the real-world, as reaching the ideal solution is practically
unrealistic, a decision-maker is usually satisfied with feasible solutions closest to the ideal
solutions [29]. Thus, a satisfying approach is much better than an optimization one. The
literature reveals variants of Multi-Objective Linear Programming (MOLP) models and their
use in decision-making. For example, Karsak and Kuzgunkaya [30] proposed a fuzzy MOLP
approach as an alternative to the classical mathematical programming formulation. They used
triangular fuzzy numbers not considering the compromise approach during evaluation of
candidate-alternatives. Further, Gao and Tang [31] proposed a MOLP model for purchasing
the raw material in a large-scale steel plant. The ‘Point estimate weight-sums method’ was
used in their work to solve the equations. The method converted the MOLP into a general LP
problem and the solution was obtained by assigning positive weights only. Their method did
not embed a fuzzy technique so as to deal with vagueness of the problem. Further, the
efficacy of MOLP was justified by Downing and Ringuest [32]. They used Excel and Visual
Basic to implement four different algorithms for MOLP. It was demonstrated that explicit and
effective modeling of any decision-making process with MOLP algorithms improved the
effectiveness of the process. Interactive ‘‘fuzzy linear programming’’ (FLP) and ‘‘fuzzy
MOLP”’ methods were proposed by Liang [33, 34] for solving transportation planning
problems considering fuzzy goals, available supply and forecast demand. Petrovic-Lazarevic
and Abraham [35] attempted to point out the significance of applying a fuzzy approach to
multi-objective decision methods in the process of organizing business activities. The analysis
and modeling of the construction industry problem presented in Petrovic-Lazarevic and
Abraham [35] are based on both linear objective functions and constraints in a form of linear
membership functions.

Several researchers studied the multi-objective formulation of decision models.
According to Dyson [36], fuzzy programming models should not be treated as new
contributions to multiple objective decision-making methods, but rather as leads to new
conventional decision methods. ‘‘Support for this thesis would require examples of new and
effective fuzzy inspired multi-criteria methods’’ [36]. Buckley [37] reported a multiobjective
“fully fuzzified LP>’ methodology. They transformed a MOLP problem into a single
objective fuzzy LP problem and an evolutionary algorithm was used in order to generate non-
dominated set. Triangular fuzzy numbers were used in their model. Another fuzzy approach, a
generalization of max-min, averaging and the two-phase method, was delineated by Chen and
Chou [38] to solve the MOLP problem. Guu and Wu [39] proposed a two-phase approach
with equally weighted coefficients in order to yield an efficient solution for multiple objective
programming problems. A revised version of the two-phase approach was described by Wu
and Guu [40] in order to generate improved solutions for fuzzy MOLP (FMOLP) problems
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using min operator, but the model did not appear to be capable of handling enough
imprecision arising in large-scale optimization problems.

4.3 The proposed FMOLP algorithm

The proposed FMOLP algorithm is described next.

Algorithm 4: The proposed FMOLP algorithm.

Step 1: Formulate the fuzzy multi objective linear programming (FMOLP) model. The
standard FMOLP model is as follows:

Maximise u =cC,x; Maximise v =C x; Maximise z=C,X; Ss.t.
Ax<, or=o0or >b and x>0.

Step 2: Determine the type of the fuzzy number to be chosen for each objective function
coefficient ¢ . For the triangular fuzzy numbers, the LP model with multiple objectives to
minimize the value of fuzzy triangular numbers is:

max u = (¢, X,C,X,C, X)
max v = (c, X,C,X,C, X) p St. AX<,=2>b; x>0.
max z = (c, X,C,X,C, X)

Step 3: Transform the problem in Step 2 into the following:

min u, =(c, —¢, )X, maxu, =c,X,max u, =(c, —c,)x
min v, =(c, —C, )X, maxv, =c,X,max v, =(c; —C,)X ¢ st. xe X ={Ax <,=,2b; x> 0}.
min z, =(c, —¢, )X, max z, =¢,X,max z, =(c, —¢,)X

Step 4: Determine the following values:

[ Downloaded from ijorlu.liau.ac.ir on 2026-01-30 ]

u™ = max C, —C. )X, umn = min c, —C )X
! X eX ={AX s,:,zb;xzo}( w~C) ! X eX ={AX <= 2b; sz}( u~C)
ur™ = max c,X, u™ = min c,X
x eX ={Ax <,=>b; x>0} x eX ={Ax <,=>b; x >0}
um = max cr—c )X, umMn = min ch—c )X
3 xeX ={AX <,=2h; x20}( u u ) 8 xeX ={Ax <,=,>b; sz}( u u )
V= max c, —C. )X, v = min C, —C. )X
! X €X ={AX s,:,zb;xzo}( v —C) ! X eX ={AX s,:,zb;sz}( v —C)
v = max C X, v = min c, X
xeX ={Ax <,=,>b; x >0} xeX ={Ax <,=2b; x >0}
v = max € -c,)x, v = min c -c,)x

x eX ={Ax <,=,>b; x>0}

x eX ={Ax <,=>b; x >0}
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7™ = max c, —C, )X,
1 xeX ={Ax <,=>b; sz}( z z )
7, = max C,X,
x eX ={Ax <,=,>b; x >0}
;% = max (c; —c,)x,

x eX ={Ax <,=2b; x >0}
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z mn — min C, —C))X
1 xeX ={Ax£,=,2b;x20}( z z )
2" = min c,X
x eX ={Ax <,=,>b; x>0}
min H
z," = min (c, —c,)x.

x eX ={Ax <,=,>b; x >0}

Step 5: Define the following sets of membership functions (as examples):

1, if
luu1 (X) _ U, rT;X(Cu _mi(:]u )X ’ if
1 —Up
0, if
1, if
’uUz (X) = Crl;a)f(_uzmin ! if
u,  —u,
0, if
1, if
n (X) _ (Cu ;afu)x;:]3 , if
) U —Us
0, if

(Cu _CJ)XSUFIn
u™ <(c, —c;)x <u™

ulmX S(Cu _CJ)X

max
C,X > U,

uy™ <c, x<u

u™ >c,x

(e —c)x=ug™

uiM™ <(ch —c,)x<uf™

u™ > (¢l —c,)x

Step 6: Define the following LP problem:

max tor=min{, (X), i, (X), 44, (X0, 11, (X), 22, (%), 1, (X), 1, (%), 42, (%), 115, ()}

xeX ={ Ax<,=,>b; x>0}

Or equivalently,
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Max «

St.

Step 7: Solve the model in Step 6 to get an optimal solution x*. Then, calculate the relative
membership g, (X), g, (X*) and g, (X7), for i=123.

Step8: Solve the following model to get an optimal solution x™ :

Max a=awa, +0,a, +0,0, +0,0, +00, +0a, +0,0, +0a, +0ya,

€, =, )X +au™ —u™) <u™
C X —a(Uuy™ —uy") >u,™

(€5 ~¢, )% —a(uy™ —ug) zug”

€, —¢,)X +al ™ —v™") <v ™
c X —al ™ —v )=y "

€ —c )X —aW ™ —v ™) >y

€, —CH)X +a(z™-z")<z™
X —a@Zy™-z")y>z "

€ —c,)x —a@i™-z") =z ™"

>

<,=2b

X
<a<l

IN

0
X

_CDQ

>

St.
t, (X)) <a, <p, (x), =123,
H, (X*)Socvi <H, (x), 1=123,
m, (X <a, <u (x), =123,
9
Yo =1, >0,Vi,
i=1
AXx <,=2>b ,x >0.

Step 9: Stop.

69

In Algorithm 4, steps 1 to 5 are employed from [41] and steps 6 to 8 from [42]. In [42], the
authors proved the obtained solutions to be effective. Also, if all objective functions are not
fuzzy, it is also possible to use Algorithm 4 to determine an optimal solution. For instance, if
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min

max u=c,x Iis not fuzzy, then it is enough to compute u;" and u;* in Step 4 and
,, (X) in Step 5, and then follow the rest of the algorithm as before.

5 Experimental Study

Here, to illustrate the applicability and effectiveness of our proposed multiple optimization
process, an experiment is worked out. Consider an undirected graph G=(i, j) with the cluster
set V={L..,n} and the link set E={e=(i,j):i,jeV, i< j}, non-negative profits, pe,
associated with the links and non-negative costs, ci, associated with the clusters. In this
Steiner tree problem, the aim is to find the tree maximizing the revenue, i.e., the sum of the
profits of the links in pe spanned by the solution, and minimizing the sum of the costs of the
clusters. On the one hand, we would like to have solution spanning all links avoiding the loss
of profit; but this can be too expensive in terms of the cost of the tree-structured network
providing service to all clusters. Thus, there is a trade-off between the cost of the clusters
being in the solution and the profit of the links obtained by the solution.

The three dimensional fuzzy matrix of functions, sub-functions, and attributes are shown
in Table 1. Note that the tables related to all the three attributes are configured and their
arithmetic means are shown as the final functions, sub-functions, and attribute comparison

norm

matrix. In Table 2, D2 ; (FjMV)is shown for the comparison of fuzzy matrix for all the
2

attributes and the minimum value is also reported as MV = (0.27,0.33,0.4).

Our threshold value is considered to be 0.23 which is the mean of the data given in Table
2. Therefore, the thresholded matrix is shown in Table 3, and the corresponding network is
configured as Fig. 7.

Table 1 The three dimensional comparison fuzzy matrix for all the attributes

Attributes  B: B> Bs St S> S3
B1 0 (0.53,0.59,0.65) (0.48,0.58,0.68)  (0.51,0.6,0.96) (0.42,0.53,0.6)  (0.55,0.66,0.75)
B2 - 0 (0.35,0.46,0.57)  (0.29,0.36,0.45)  (0.38,0.46,0.58)  (0.6,0.63,0.72)
Bs - 0 (0.48,0.59,0.7)  (0.43,0.56,0.65) (0.44,0.53,0.61)
St - 0 (0.5,0.58,0.64)  (0.49,0.59,0.67)
Sz - 0 (0.27,0.36,0.41)
Ss - -
Sa - - -
Ss - - -
Se - - -
S7 - - -

Continue of Table 1

Attributes Sy Ss Se S7
B:1 (0.37,0.46,0.57) (0.45,0.52,0.6) (0.4,0.48,0.57) (0.39,0.46,0.57)
B> (0.75,0.86,0.94)  (0.51,0.58,0.68)  (0.37,0.43,0.52)  (0.37,0.43,0.49)
Bs (0.81,0.90.97) (0.55,0.63,0.71) (0.27,0.33,0.4) (0.47,0.53,0.6)
St (0.49,0.6,0.72) (0.45,0.53,0.62) (0.52,0.6,0.71) (0.5,0.6,0.67)
S (0.35,0.43,0.54) (0.37,0.43,0.5) (0.62,0.7,0.78) (0.77,0.83,0.93)
S3 (0.550.63,0.74) (0.48,0.6,0.74) (0.55,0.63,0.72) (0.5,0.58,0.69)
Sa4 0 (0.4,0.46,0.52) (0.49,0.6,0.7) (0.33,0.43,0.52)
Ss - 0 (0.58,0.65,0.72) (0.53,0.63,0.7)
Se - - 0 (0.56,0.63,0.76)
S7 - - - 0
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norm

Table2The p | (|Eijk , MV ) comparison of fuzzy matrix for all the attributes.
2=
2

Attributes B1 B> B3 S1 S2 S3 Sa Ss Se S7
B1 0 0.257 0.248 0.349 0.188 0.323 0.134 0.190 0.150 0.138
B2 - 0 0.130 0.034 0.139 0.313 0.520 0.255 0.105 0.98
Bs - - 0 0.259 0.219 0.195 0.563 0.298 0 0.200
S1 - - - 0 0.243 0.253 0.271 0.200 0.276 0.260
S2 - - - - 0 0.019 0.106 0.100 0.368 0.508
S3 - - - - - 0 0.305 0.275 0.300 0.256
Sa - - - - - - 0 0.127 0.266 0.097
Ss - - - - - - - 0 0317 0.29
Se - - - - - - - - 0 0313
S - - - - - - - - - 0

Table 3 The thresholded comparison fuzzy matrix for all the attributes
Attributes B B B3 Si1 S S3 S4 S5 S S7
B: 0 1 1 1 0 1 0 0 0 0
B2 - 0 0 0 0 1 1 1 0 0
Bs - - 0 1 0 0 1 1 0 0
S1 - - - 0 1 1 1 0 1 1
S2 - - - - 0 0 0 0 1 1
S3 - - - - 0 1 1 1 1
S - - - - - 0 0 1 0
Ss - - - - - 0 1 1
Se - - - - - - 0 1
S - - - - - - - -0

Fig. 7 The configured thresholded network
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Then, the leveling process (the first and the second steps of Algorithm 3) is performed and the

leveled network is configured as Fig. 8. The clustered network (the third and the forth steps of

Algorithm 3) is shown in Fig. 9.
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Level 0 Level 1 Level 2

Fig. 8 The configured leveled network

Fig. 9 The configured clustered network (the first step of Algorithm 2)


http://ijorlu.liau.ac.ir/article-1-340-en.html

[ Downloaded from ijorlu.liau.ac.ir on 2026-01-30 ]

Solving a tri-objective convergent product network using the Steiner tree

73

The cost vectors, the benefit matrix and the matrices « =[«;], =[£;] are obtained to be:

C1=(150, 210, 180, 20, 30, 30, 50, 10, 20, 20),
C»>=(300, 450, 600, 70, 80, 50, 40, 20, 20, 20).

065 - 07
=11 08 -
- 06 09
— 0.7 065
— 1500 1300 100
N EE

60

50

(0.48,0.59,0.7)

80
70

90

[~ (0.53,059,0.65) (0.48,0.58,0.68) (0.51,0.6,0.96)

09 - 09
B=lv9 07 -
— 06 09
~ 07 06
90 120 - —
100 110 - -
110 - 60 40
-~ 70 30|
80 70 40 20
_ _ 30 _
~  — 20 10
- - - 20
- (0.55,0.66,0.75)

- (06,0.63,0.72) (0.75,0.86,0.94) (0.51,0.58,0.68)
(0.81,09,0.97) (0.55,0.63,0.71)

(0.5,0.58,0.64) (0.49,0.59,0.67) (0.49,0.6,0.72)

(0.55,0.63,0.74)

(052,0.6,0.71)
(0.62,0.7,0.78)

(0.5,0.6,0.67)
(0.77,0.83,0.93)

(048,0.60.74) (0.55,0.63,0.72) (0.5,0.58,0.69)

(0.49,0.6,0.7)

(058,0.650.72) (0.53,0.63,0.7)

For level 1, using iteration 1 of the while loop in step 4 of Algorithm 3, we obtain:

(0.56,0.63,0.76)
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(@41Ca11 + B41Cyy,) = 76
(@43Ca31+ BasCasy) = 7

(@61C611 1 Be1Co12) = 75
(@65C621 + BesCoz2) =99

(@7,C151+ B7,C1,,) = 54
(@75C731+ B73C73,) =81

(@g5Cq01 + PaCazz) = 21
(a83c831 + ﬂsscssz) =18.5.

Therefore, z,,=1,z,,=1,2z,, =1 and z,, =1with other variables being zero. The configured
network up to level 1 is shown in Fig. 10.

Fig. 10 The configured clustered network for level 1

In Fig. 11, the next iteration of Algorithm 3 for clustering is performed, and the purified
network is obtained as in Fig. 12.
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Fig. 11 The configured clustered network

Fig. 12 The configured clustered network

After purifying the benefits, costs and customers total value for level 2, the final cost, benefit
and customers total value matrices are formed as follows:

75
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[~ 1500 1300 100 - - -
- - - - - 28 -
- - - - - - 110
- - - - 50 132 -

ol
Il

C=(450 660 780 90 110 33 30

it}
I

With respect to these matrices, the Steiner tree model is:

34)

[~ (0.53,0.59,0.65) (0.48,0.58,0.68) (0.51,0.6,0.96)

(0.5,0.58,0.64)

(1.75,1.94,2.16) - -
- (0.55,0.63,0.71) -
(0.59,0.72,0.86) - -
(1.8,1.99,2.22)
- (0.58,0.72,0.89) (2.31,2.72,3.16)

max u =1500x,, +1300x , +100x,, + 208X ,s +110X 5, +50X 45 +132X 45 +130X ,+84X s, +135X ¢

max v =(0.53,0.59,0.65)x ,, +(0.48,0.58,0.68) ,, + (0.51,0.6,0.96)x ,, + (1.75,1.94, 2.16) ,, +
(0.55,0.63,0.71)X 5, + (0.5,0.58,0.64)x , + (0.59,0.72,0.86) X , + (1.8,1.99,2.22)X .,

+(0.58,0.72,0.89)X , +(2.31,2.72,3.16)X 4

min  z =450y, +660y, + 780y, +90y, +110y. + 33y, + 30y, +34y,

s.t.

X12+X13+X14+X26+X37+X45+X46+X 58+X67+X68:yl+y2+y3+y4+y5+y6+y7+y8_1

X <Y,
Xy <Yy
Xo6<Y>
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-
w
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IN

S
[
[&;]

IA

~
o
o

IN

[=2]
[e+]
[=2]

IA

(=23
[e)
oo

X14+X26+X12+X46 Sij-i_yZ-l_y4
X14+X26+X12+X46 Syl_l_yZ—i_yG
X14+X26+X12+X46 Syl-i_yS-i_y4
X14+X26+X12+X46 SyG—I_yZ—'_y4

X45+X58+X68+X46 Sy4+y5+y6
X45+X58+X68+X46 Sy4+y5+y8
X45+X58+X68+X46 Sy4+y8+y6
X45+X58+X68+X46 Sy8+y5+y6

X12+X26+X67+X37+X13 Sy1+y2+yS+y6
X12+X26+X67+X37+Xl3 Sy1+y2+yS+y7
X12+X26+X67+X37+X13 Syl—i_yZ—i_y7+y6
X12+X26+X67+X37+X13 Sy1+y7+y3+y6
X12+X26+XG7+X37+X13 Sy7+y2+y3+y6

XygtX+tXg X+ X3Sy, +Y,+Y3+ Y
Xpp+tXpt+Xg + X+ X3Sy, +Y, +Y3+Y,
Xyt Xge tXgp +X g +X g SY +Y,+Y 7+ Y5
Xy Xy Xg7 + X g7 + X3 <Y +Y, + Y3+ Y5
Xig X g+ Xg7 + X7 + X3 <Y+ Y, +Y3+ Y
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Xy +X g5+ Xog +Xog + X +Xeg SV +Y,+ Y, + Y5+ Y6
X14+X45+X58+X26+X12+X68 Syl-i_yZ-i_y4+y5+y8
Xy +X g5+ Xog + X + X +Xeg SV, +Y,+ Y, +Ye+ Ve
X14+X45+X58+X26+X12+X68 Syl-i_yZ-"_y8+y5+y6
Xpg+X s+ Xeg +Xog + X1 +Xeg SV +Yg+ Y, +Ys+ Vs
Xpg+ X5+ Xog +Xog + X +Xeg SYg+ Yo+ Y, +Ys+Ys

Xig + Xy5 + Xsg + Xgg + Xg7 + Xg7 + X3 <Y, + Y3+ Y, +Ys + Y +Y;
Xiq + X5+ Xsg + Xgg + X7 + Xg7 T X3 S Y, +Yg + Y, + Y5 + Y6 + Vs
Xig + X4 + Xsg + Xgg + Xg7 + Xg7 + X3 <Y, + Y3+ Y, +Ys + Y+
Xig + X5+ Xsg + Xgg + Xg7 + Xg7 + X3 S Y, +Yg + Y, +Yg + Y6 + Y5
Xig+ X5+ Xsg + Xgg + X7 + Xg7 + X3 S Y+ Ys + Yg + Y5 + Y6 + Y5
Xig + X4+ Xsg + Xgg + Xg7 + Xg7 + X3 <Y, +Yg + Y, + Y5 + Y + Y7
Xig + X5+ Xsg + Xgg + Xg7 + Xg7 ¥ X3 S Yg + Y3+ Y, +Ys + Y T Y5

Y, =1, vhe{1,2,3}
x; €01}, Vi, j
y, {01, Vi

Now, we apply Algorithm 4 for obtaining Pareto optimal solution. After performing steps 2
and 3 of Algorithm 4, we obtain:

max u, =1500x,, +1300x,, +100x,, + 208 X, +110X,, + 50X 45 +132 X, +130X 55+ 84 X4, +135 X,
Xe X,

min v, =0.06x,, +0.1x,; +0.09x,, + 0.19x,, +0.08x,, +0.08x s + 0.13 X, +0.19x;+0.14X, + 0.41X,,
Xe X,

max Vv, =0.59x, +0.58x,, +0.6x,, +1.94X,, +0.63X,, + 0.58X 45 +0.72 X 45 +1.99X o+ 0.72Xs, + 2.72X4q
Xxe X,

max v, =0.06x,, +0.1x;; +0.09x,, + 0.22X,, +0.08x,, +0.06x,; +0.14X,5 +0.23X 5 + 0.17X,, + 0.44X,
Xe X,

max z, =—450y, —660y, —780y, —90y, —110y, —33y, —30y, —34y,
Xe X,

where, X is a feasible solution of the model. After solving the programming problems we
obtain:

1 if  u,>3515
u, —634 :
X)=q———, if 634 <u, <3515
# () =1 3515 63 ’
0, it 634>u,
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1

, (X) =

Hy, (X) =

y, (X) =
0,
1,

1y, (X) =
0,

1.25-v,
1.25-0.24"

v, —0.24
1.39-0.24"

z, +2187
—~1920+ 2187

if
if

v, <0.24

0.24<v, <1.25

1.25<v,

v, >9.32

1.8<v, <9.32

18>v,

v, >1.39

0.24<v, <1.39

0.24> v,

z, >-1920

—-2187<1z, <-1920

~2187 >z,

The LP problem in step 6 of Algorithm 4 is:

Max «
st.

u,—288la > 634

v, +1.01¢ <1.25

v,-752a>18

v,—1.150>0.24

z,-267a>-2187

0<a<l

X eX.

After solving

this

model,

we

get

an

optimal

solution

a” =0.4851485

79

and,

Vi=Ly, =Ly, =1y, =1 yy=1%,=Lx,=1 X, =1 x, =1, With other variables being zero.
At the final step, we solve the following model to obtain the Pareto optimal solutions:
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Max a=waq, +0,a, +o.0, +0a, +oa,
st.
0.8708781<a, <y, (X)
0.4851485<a, <y, (X),
0.5359042 <, <y, (X),
0.5043478 <, <y, (X),
0.8614232<a, <u, (X)

5
Yo =1, >0 Vi,
i=1

XxeX.

Given the compensation coefficients, @,, Vi, we solve the resulting crisp model. If the
decision maker is satisfied with the obtained current efficient compromise solution, then we
stop. Otherwise, another efficient solution is provided by changing the value of some
controllable parameters. For example, with @, =0.3, @, =0.05, @, =0.3, @, =0.05, @, =0.3,
after solving the model we get an optimal solution «™ =0.7299365 with
V,=1Yy,=1y,=Ly, =1Ly, =1,%X,=1LX;=1 X, =1 X =1with the optimal network
as shown in Fig. 13.

Fig. 13 The Pareto optimal solution

The proposed method provides different products for producers and consumers having
different benefits, costs and customer’s values. The numerical results imply the configuration
of different products having various costs and customer’s values being based on customers’
views obtained from the web based system. The products themselves are the ones providing
maximum benefits for the producers. The significant decision made in the proposed
methodology is the trade off between the cost, benefit and customer’s value objectives which
is based on customers’ views on adding features of products and producers views on
configuration of beneficial features.
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6 Conclusions

Considering convergent product as an important manufacturing technology for digital
products, we integrated functions and sub-functions using a comprehensive fuzzy
mathematical optimization process. To form the convergent product, a web-based fuzzy
network was considered in which a collection of base functions and sub-functions configure
the nodes and each arc in the network was to be a link between two nodes. The aim was to
find an optimal tree of functionalities in the network adding value to the product in the web
environment. First, a purification process was performed in the product network to assign the
links among bases and sub-functions. Then, numerical values as benefits and costs were
determined for the arc and the node, respectively. Also, a fuzzy customers’ value
corresponding to the arcs was considered. Next, the Steiner tree methodology was adapted to
a multi-objective model of the network to find the optimal tree. A fuzzy multi-objective
solution methodology was developed for solving the proposed problem. Finally, an example
was worked out to illustrate the proposed approach.
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