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Abstract The productivity change of a decision making unit (DMU) between two time periods can be
evaluated by the Malmquist productivity index. In this study, we propose a method to compute the
Malmquist productivity index in several time periods (from the first to the last periods) on interval
data in data envelopment analysis (DEA). Then, the obtained Malmquist productivity index is
compared with Malmquist productivity index between two time periods (the first and last time
periods) on interval data. The aim of this paper is to investigate the progress and regress of decision
making units (DMUs) in several time periods by considering all time periods between the first and the
last one, on interval data. Consequently when the Malmquist productivity index is computed in several
time periods, progress and regress of decision making units can be evaluated more carefully than
before. What is more, one can judge with greater accuracy whether or not such strategy are favorable
and promising. Lastly, a numerical demonstration illustrates the procedure of the proposed method;
then some conclusions are reached, and directions for future research are suggested.

Keywords Data Envelopment Analysis (DEA), Efficiency, Malmquist Productivity Index (MPI),
Interval Data.

1 Introduction

The Malmquist index was first suggested by Malmquist [1] as a quantity index using in the
analysis of consumption of inputs. A DEA-based Malmquist productivity index was
developed by Fére et al. [2] that it measures the productivity change over time. These ideas
were combined on the measurement of efficiency from Farrell and the measurement of
efficiency from Caves et al. [3] by Fare et al. for constructing a Malmquist productivity index.

It has been proved that the Malmquist productivity index can be a good tool for
measuring the productivity change of decision making units DMUs. Some researchers have
already paid attention to the measurement of the productivity change of DMUs [4-9] and also,
there are some researches for performance evaluation of DMUs [10-26].

In recent years, the Malmquist productivity index (MPI1) is very useful for calculating the
productivity change a DMU that extensively used in the management science literature. It is
especially useful for examining the effect of an act or process. For instance, Pascoe and
Herrero [27] applied the Malmquist index (MI) in order to calculate a stock index based on
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the changes in the DEA efficiency scores over time. This method was applied to two Spanish
fisheries operating in the South Atlantic-a single- species fishery and a multi-species fishery.
Besides, MI is based on multi input-output frontier representations of the productivity
technology.

So far the Malmquist productivity index has been computed between two time periods for
assessing the productivity change of DMUs. In this vein, Hosseinzadeh Lotfi et al. [28]
computed the Malmquist productivity index between two time periods on interval data for
evaluating the productivity change of DMUs. Again, Koa [29] investigated Malmquist
productivity index based on common-weights in DEA. Subsequently, deriving the DEA
frontier for two-stage processes has been inspected by Chen et al. [30].

Furthermore, Pastor et al. [31] introduced the biennial Malmquist productivity change
index. Later, a new approach based on double frontiers data envelopment analysis for
measuring Malmquist productivity index has been presented by Wang and Lan [32].

The objective of this study is to design a MPI, which is based on computing the MPI in
several time periods on interval data for evaluating the productivity change of DMUSs.

This article is organized as follows. Section 2 briefly describes the Malmquist
productivity index on interval data. The proposed method is described in Section 3. In Section
4, an empirical example is provided to illustrate our proposed method. Lastly, a conclusion
comment and future extensions are summarized in Section 5.

2 Preliminaries

The Malmquist productivity index is defined as the product of Catch—-up and

Frontier —shif terms for evaluating the productivity change of a DMU between two time
periods. The catch-up term Relates the efficiency change of a DMU, while the frontier-shift
term reflects the change in the efficient frontiers over two time periods.

Consider n DMUs, DMU;; (j =1,2,...,n), that each having m inputs denoted by
X; (x; >0,1=12,...,m) and s outputs denoted by y, (y,; >0, r=12,...,s) over the
periods t and t +1. Let’s assume that the levels of inputs and outputs are known to lie within
the bounded intervals, ie. X; e[xi;'L,xi'j’U ],i =t,t+1;i =1....m;j=1...,n and
y:j e[yrj’L,ylj'“ ] I =t,t+1;r=1...,s;) =1...,n. It is necessary to mention that the upper
and lower bounds of intervals are constant and strictly positive. We also use the notations
(Xpyreees X b s Y aeens Yo ) = (6, V) = (X, Y, )0 and (X300 Xyt Yy et = 0 i) = (%, Y, )
for representing DMU | , (0 € {1, Zn}) in periods t and t +1, respectively. The production

possibility set (PPS) T' (1 =t and t +1) is defined as follows:

o xy)enm™ xzi;tj [x'j'L,x'j“],OSysi/lj [ty ] K Szn:lj <H
T = j=1 j=1 j=l (1)

2,20 (j=12,...,n)

where A =(4,4,....,4,)€0" is the intensity vector. (K,H)={(0,%),(11),(,), and
(0,1)} corresponds to the CCR, BCC, IRS and DRS models, respectively.
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Since data is inexact, and they lie within the bounded intervals so, the catch-up and
frontier-shift effects change as an interval. The upper and lower bounds of the catch-up effect
over two time periods t and t +1 are respectively computed by following formulas.

ont+1lU

0
(Catch —up)” = OajfL , &)
t
00t+l,L
+1
(Catch —up)- = Oettu : 3)

where °0/ 1Y and °9,:'t are respectively the upper and lower bounds of the efficiency of

(X,,Y,)" ™ with respect to frontier of period t +1 [14]. Also, °0!" and °@;" are the upper

and lower bounds of the efficiency of (x,,y,)" with respect to frontier of period t,

respectively [14].
For simplicity matters, Fig. 1 depicts the case of a single input and output (m =s =1)

[12].

Output
4 Frontier of period t+1
£+ . .
x y ) Frontier of period ¢

¥ Q ( o’

z I - R S X /_ =<
| L H
T ________________________________ s
W R U

» Input
Fig. 1 Two time periods

The upper and lower bounds of the catch-up effect are respectively computed in an input-
orientation as follows:

(Catch —up)” —Zé GV ()
W FD

Catch — D 5

(Catch —up) =0 /FD ®)

Moreover, the upper and lower bounds of the frontier-shift effect are respectively computed
by the following geometric means:
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(Frontier —shift)” =\/p"p,” (6)

(Frontier —shift)" :a/gol"qoz" : (7)
oty opt,L
where ¢° =——— and @' :(W—t+w are respectively the upper and lower bounds of the
t t
oty opnt,L
frontier-shift effect at (x,,y,)" and also, ¢, = . ttjlfL and @, = . :Llu are the upper and
t+1 t+1

lower bounds of the frontier-shift effect at (x,,y,)'™, respectively. Note that, °0/™" and
°0; ™" are respectively the upper and lower bounds of the efficiency of (x,,y,)" with respect
to frontier of period t +1 [14]. Besides, °0," and °@.} are the upper and lower bounds of

t+1 t+1
the efficiency of (x,,y,) ™ with respect to frontier of period t , respectively [14].

According to Fig. 1, the upper and lower bounds of the frontier-shift effect are computed
as follows:

t+1

1
FD xGP ZH xTR jz

(Frontier —shift)" = X (8)
FAxGJ ZQxTW
1
(Frontier —shift)" = (GV xFA [TV xZQ jz 9)
GPxFB TR xZY

FD /GJ . GV /FEB y ZH /TW L _TU /ZY

where g’ =—/— p'=——/ — 9=~/ ——,and @, =—— /| ——.
% Tealep?” Tep/ A’ Tz0/ TR %2 1R/ 20

Since data lies within the bounded intervals hence, the Malmquist index (M1 ) change as an
interval. The upper bound of the Malmquist index (M1") is computed as the product of
(Catch —up)” and (Frontier —shift)” also, the lower bound of the Malmquist index (M1 ")

is computed as the product of (Catch —up)“ and (Frontier —shift)", i.e.,

MIY = (Catch —up)” x (Frontier —shift)” (10)
MI - = (Catch —up)" x (Frontier —shift)". (11)

Thus, using (2), (3), (6), and (7), the upper and lower bounds of the Malmquist index for
evaluating change of DMU, are as follows:

MIY =MI°Y = (Catch —up)°" x (Frontier —shift)°",

B oett:f,u [ oett,u oett;li J; (12)

= X
tL t+1,L t+1,L
2 R
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MI" =MI°" = (Catch —up)®* x (Frontier —shift )",

1
ont+lL ont,L ont,L 2 13
_ gt +1 et % et +1 ( )
~ optu ont+lU ~ opt+lU !
0, 0, 0

where the upper and lower bounds of the relative change in performance are respected by the
first terms and the second terms respect the upper and lower bounds of the relative change in
the frontier used to evaluate these performances.

According to Fig. 1, the upper and lower bounds of the Malmquist index are computed as:

1
MY — ZY xGP ( FD xGP y ZH xTR 2’ (14)
ZQ xGV ( FAxGJ ZQ xTW
1
Mot _TW xFA (GV xFA TV xZQ jz. (15)
TRxFD \GP xFB TR xZY

It is noticeable that, MI1°* >1 and MI°" <1 indicate progress and regress for DMU, over
two time periods t and t+1, respectively otherwise, progress and regress of DMU, are
evaluated between two time periods t and t +1 as follows.

(@) If MI°" =1and M1°Y =1, then there is no progress and no regress for DMU, .
(b) If MI°" =1and M1°Y >1, then there is progress for DMU, .

(c) If MI°" <1 and M1°Y =1, then there is regress for DMU .

(d) If MI°" <1 and MI°" >1, then an index is presented as follows:

. MI°Y -1

= = 16
1-MI°t (16)

MU
It is clear that 0< 4° <+o0. Note that, #° >1 indicates more percent of the progress with

respect to regress for DMU_ and also, x° <1 indicates more percent of the regress with
respect to progress for it.

3 New insights from Malmquist productivity approach

In this section, we propose a method to compute the Malmquist productivity index in
p (p >3) time periods on interval data for evaluating the productivity change of a DMU. On

the other hand, we will compute the Malmquist productivity index from period t to t+p -1
on interval data. The notation (x5 ,...,x 0y Ly Yy =(x,,y,)" (i =0,1...,p-1) is
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used for representing DMU, in period t +i, where x' e[ x;"" x|,k =1...,m and

y L [yﬁo“ Ly ] r=1...,s.
In this method, the upper and lower bounds of the Malmquist index are first computed for
evaluating productivity change of DMU, between two time periods t+i and

t+i+1 (i = ., p—2) by using (12) and (13). Here, they are represented by notations
MI1°Y and MI,";, respectively. Then, we compute the upper and lower bounds of the

Malmquist index for evaluating productivity change of DMU_  over p time periods as the
product of MI°Y (i =0,1,...,p—2) and the product of MI’: (i =0,1...,p—-2),

i+l i+l

respectively, i.e.,
Mlg, =MIoY —(Catch —up)oy; % (Frontier —shift)2?,

_HMI|+1'

Ml =MISS = (Catch —up)o, x (Frontier —shift)o

_HMIHl'

(17)

(18)

because the performance of DMU, between each two consecutive time periods does not
depend on its performance between each two another consecutive time periods.
It is note worthy that, (Catch —up)2y, and (Catch —up)2y, are the upper and lower

bounds of the catch-up effect of DMU_ from period t to t + p —1, respectively. They can be
computed as follows:

p-
(Catch up)total ZH(CaICh UP)Hlv (19)

i=0

(Catch —up)s, = H(Catch —up)?s. (20)

In addition, (Frontier —shift)2” and (Frontier —shift)2. are respectively the upper and

lower bounds of the frontier-shirt effect of DMU from period t to t + p—1 . Here, they can
be calculated as follows:

(Frontler shlft)

:ﬁ

(Frontier —shift )2y = (21)

i+17

U_
| Il
o o

(Frontier —shift)2. = [ [ (Frontier —shift )"

i=0

(22)

i+l

In the case of a single input and output, a simple example is presented in Fig. 2 [12].
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Output

Fig. 2 Several time periods

In what follows, using (12), (13), (17), and (18), we get

Mg =MISY x...xM1oY

total p-11

1 1
TQxFW (szFvv TP <UN jzx EY 'xHN’(IQ'xHN’X EI’xDZ’jZ (23)

" TM xFA (GV xFX "TM xUR EW 'xHP'{IM 'xHU’ EW 'xDJ’
MISE =M1t <. x MY,

1 1
_URXGV ( FAXGV_ USXTM Y2 XDJ'xIM’(HP'xIM’XDH’xEW’2 (24)
UN xGZ | FW xGY UN xTQ )~~~ DZ'xIQ'\HN'xIV' DZ'xEY') "’

Now, using (12) and (13), we compute the upper and lower bounds of the Malmquist index
for evaluating productivity change of DMU over two time periods t and t +p —1 that as

they are denoted by notations M1.°Y and M1, respectively, as bellows:

Lp Lp
Ml =MI/ = (Catch —up);, x (Frontier —shift)], (25)
Ml , =Ml = (Catch —up)] x (Frontier —shift )], (26)

where (Catch —up)i':f and (Catch —up)j"’pL are the upper and lower bounds of the catch-up
effect of DMU, over two time periods t and t+p-1, respectively and also,
(Frontier —shift );’lt’ and (Frontier —shift );’ij are respectively the upper and lower bounds of
the frontier-shift effect of DMU , between two time periods t and t +p —1.

Associated with Fig. 2, M17)” and M1 can be computed as follows:
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1
Mgy - ELXEW (GZXFW xECXDZ'JZ (27)
P EW 'xFA (GV xFA’ EW 'xDJ’
1
Mo _DJ'xGV (FAxGV DB xEW ')2. o8
P DZ'xGZ \FW xGJ  DZ'xEY '’

Theorem 1. The upper and lower bounds of catch-up effect of DMU, between two time
periods t and t + p —1 equal its upper and lower bounds of the catch-up effect from period t
to t + p —1, respectively, i.e.,

(Catch —up);y = (Catch —up)5s . (29)
(Catch ~up);, = (Catch —up)yy - (30)

Proof. The proof is straightforward from (2) and (3). [

Theorem 2. The relation between (Frontier —shift);,; and (Frontier —shift)}y’ is as

follows:

p-2 _ _
09t+p—1,L oet,u ]‘_[(Oe:iI . XO@:HIJ’}; )
; TIRNNY + i= i ift o
(Frontier —shift)°Y, = O‘Ht‘u oetjpfl,L p_3l( ) x (Frontier —shift )7, (31)
t+p-1 t+p-2 OHt:iI: L Oet:ilJr ,
E(!: t 1 t
and also, the relation between (Frontier —shift)Z;, and (Frontier —shift)™ is as:
- opt+i,L _opt+iL 2
ogH+p-1U oG H( O X et+i+1)
(Frontier —shift)%> = otem 00t+tp+—ll,U T _ x (Frontier —shift); . (32)
t+p-1 t+p-2 H oett:il:ll,u 5 oett:iwl,u )

i=0

Proof. According to (6) and (21), the upper bound of the frontier-shift effect of DMU, from
period t to t +p —1 is as follows:

-2

p
ont+i U ont+i U
I I( a{+i X 0t+i+1 )

(Frontier —shift)2Y =| —&

total p

: (33)
(oetﬂ +1,L % 00t+i +1,L )

t+i +1 t+i

Thus,
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p-2
ont+i U ont+i U
oet,u oat,u OetvU ) 09t+p—1,L H( 9t+i X a{+i+l)
H fryoU t t+1 t+p- t i=1
(Frontler Shlﬂ)total - 00t+p—1,L 00t+p—1,L 00t+p—1,L oet,U X p-3 !
t+p-1 t+p-2 (3 t+p-1 09t+i +1,L > 09t+i +1,L
t+i+1 t+i
i=0
p-2 2
ont+i U ont+i U
ogt+p-iL gty ( O % 9t+i+1)
_ t t+1 i=1 H _ H o
=| =g PR x (Frontier —shift); ",
t+p-1 t+p-2 06t+i +1,L > 09t+i +1,L
t+i+1 t+i

i=0

(34)

and the proof is complete. (32) is similarly proved. [

total ? total ! 1p ? Lp !

Now, we first compute MI2y, MI%L, M2, and MI2Y | then [le;;;,w;;;j] and

[le;,leg’] are compare to evaluate progress and regress of DMU from period t to

t +p -1 as follows:

o,L oU o,L oU H .
() If Mlg, <Ml <MIP- <M, then we will have the below cases:

(1-1) If MI2Y <1, then both of [Mlt‘;;;,Mlt‘;;fj,} and [le;,L,lebU] indicate regress
for DMU, and also, [th;;,nvu;g,] indicates more regress for it.

1-2) If le;} <1 and leg’ >1, then according to (16), #° >1 indicates more percent
of the progress with respect to regress for DMU, and also, x° <1 indicates more
percent of the regress with respect to progress for it, while [MI:;;Q,MI;&’,}
perfectly indicates regress for DMU .

(1-3) If MI2; =1, then [Mlt‘;;;,Mlt‘(’)t’;’,} indicates regress for DMU_, while

[MI oL le;’] indicates progress for it.

1p !

(1-4) If MIgy <1 and M1 >1, then [MI;;;';,,MI{;;;} indicates regress for DMU

1p !

while [MI oL M'be] indicates progress for it.

(1-5) If MI25 >1and MI2y <1, then we present an index as follows:

oy
s Mgy -1

total

C1-MIoE T

total

(35)

It is obvious that 0 < 6° <+oo. Note that, 6° >1 indicates more percent of the progress with
respect to regress for DMU, and also, ¢° <1 indicates more percent of the regress with

respect to progress for it, while [MI oL le;’] perfectly indicates progress for DMU .

1p !
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(1-6) If MIg5 >1, then both of [ MIg5,M125 | and [MIJ,MIY | indicate progress

total 1p !

for DMU, and also, [ M1 25, Ml ¢y | indicates less progress for it.

(2) If MIZy <MI2 <M1y <M1, then we will have the below cases:

(2-1) If MIPY <1, then both of [MIg5, Mgy | and [MI2,MISY | indicate regress

1p lp?

for DMU,, and also, [ M1 25, MI2y | indicates more regress for it.

(2-2) If MI2Y <1 and lef >1, then according to (16), progress and regress of the

total

DMU, are evaluated as like as (1-2), while [ MIg5,MI24 | perfectly indicates
regress for DMU .
(2-3) If MI- <1 and MIZy >1, then according to (16) and (35), &° < x° and progress

total
and regress of the DMU  are evaluated as like as (1-2) and (1-5). Also, according

to 0° < u°, [Mlt‘;t'; MY } indicates more percent of the regress and less percent
of the progress for DMU .
(2-4) If Mlg;; <1 and M1 >1, then according to (35), progress and regress of the

total

DMU, are evaluated as like as (1-5), while [ MIf,y,MIgY | perfectly indicates

1p !

progress for DMU ;.
(2-5) If MI2% >1, then both of [Mlt‘;{; ,MI{;;;’,} and [MI . leg’] indicate progress

1p?

for DMU, and also, [MI;’){;,MI&;} indicates less progress for it.

@) If MIZ =MIgs <MIPS <MI2y , then we will have the below cases:

(3-1) If MI2Y <1, then both of [MI;’){;,MI[(’);:,} and [MI oL le;’] indicate regress

1p !
for DMU, and also, [Mlt‘;;; : MI;;H indicates less regress for it.

(3-2) If MI?Y <1 and MI2Y >1, then according to (35), progress and regress of the

Lp — total

DMU, are evaluated as like as (1-5), while [MI oL leg’] perfectly indicates

1p !
regress for DMU .
(3-3) If MIgy <1 and MI?’ >1, then according to (16) and (35), &°>x° and

total

progress and regress of the DMU,, are evaluated as like as (1-2) and (1-5). Also,
according to 6° > 4°, [Mlt‘;t'; ,Mlt‘;tfj,} indicates more percent of the progress for
DMU, .

(3-4) If MI2%5 >1, then both of [Mlt‘;{; ,MI{;;;’,} and [MI . leg’] indicate progress

total 1p !

for DMU, and also, [Mlt‘;;; , Ml;;g,] indicates more progress for it.

(@) If MIZ <MIgy <MI2g <M1, then we will have the below cases:

(4-1) If MI2Y <1, then both of [MI;’){;,MI[(’);:,} and [MI oL le;’] indicate regress

1p lp?

for DMU, and also, [MI;;&,MI;;H indicates more regress for it.
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(4-2) If MI2Y <1 and lef >1, then according to (16), progress and regress of the

total
DMU, are evaluated as like as (1-2), while [ MIg5,MI23 | perfectly indicates

regress for DMU.

(4-3) 1f MI25 <1 and MI2Y >1, then according to (16) and (35), progress and regress
of the DMU, are evaluated as like as (1-2) and (1-5), respectively and we will
have the below cases:

(4-3-1) If 6° < 2°, then [ M1g,5, M1 24 | indicates more percent of regress and
less percent of progress for DMU .

(4-3-2) If &° >, then [MI2%, MIZY | indicates more percent of progress
and less percent of regress for DMU |, .

(4-3-3) If 6° = 1°, then the obtained results from (1-2) and (1-5) are the same.

(4-4) If Mlg;; >1 and M1 <1, then according to (16), progress and regress of the

total

DMU, are evaluated as like as (1-2), while [ MIg5,MI25 | perfectly indicates
progress for DMU ;.
(4-5) If MIJ- =1, then both of [ MI1%5,MI2g | and [ MI7-,MIJY | indicate progress

1p !

for DMU, and also, [ M1 25, Ml ¢y | indicates more progress for it.

Note that, four cases were discussed above and the other cases can be similarly discussed.
According to the above discussion, it is clear that the obtained results from

[Mlt‘;t'; ,Mlt‘;tfj,} about progress and regress of DMU, are more careful than the obtained

o,L

1p lebe ] because we consider all the time periods over two time periods

results from [MI
t and t +p—1 computing M1 and MI 2y, while they are neglected calculating M1?;- and
MI2Y.

4 Empirical example

In this section, in order to evaluate MIP, we consider 20 branch banks of Iran with 4 inputs
and 5 outputs that their inputs and outputs lay within the bounded intervals. We are going to
evaluate progress and regress of these branch banks over 5 months by our proposed method.
The set of inputs and outputs are shown in Table 1. Note that, the interval data of inputs and
outputs have not been shown for the sake of their voluminous. The evaluation results are
shown in Table 2.
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Table 1 The set of inputs and outputs
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Inputs Outputs

(1) Number of year of establishment  (01) Savings

(12) Area (02) Deposits

(13) Privilege of staff (0s) Current account

(12) Equipment (04) Invest for long time
(Os) Invest for short time

Table 2 The evaluation results

Branch

[Mltttal’MltL:tal]

[ M1, M1 ]

OCoO~NO U WN -

NP RRRPRRERRR R
COWWOWNOURMWNERERO

[0.2628, 21.3570]
[0.2628, 21.3570]
[0.0188, 44.7686]
[0.0012, 1932.5738]
[0.0081, 329.5365]
[0.0026, 913.5370]
[0.1607, 19.1774]
[0.2232, 14.2024]
[0.4109, 5.9373]
[0.0165, 1124.1851]
[0.0498, 92.7945]
[0.0274, 117.1401]
[0.0170, 198.6825]
[0.0003, 7744.6122]
[0, 137011.3262]
[0.5342, 4.3181]
[0.0434, 52.0556]
[0.0130, 191.4018]
[0.0322, 120.9594]
[0.0158, 230.5551]

[1.5706, 3.5932]
[0.5113, 2.2520]
[0.4209, 1.5111]
[0.4363, 4.9744]
[0.4160, 6.5533]
[0.4159, 5.0791]
[1.1635, 2.5233]
[0.9353, 3.2530]
[1.1433, 2.0861]
[1.4258, 14.0668]
[0.8459, 3.7994]
[0.7961, 3.9927]
[0.5096, 6.9084]
[0.1880, 11.0214]
[0.5030, 3.8440]
[1.1095, 2.0335]
[0.6732, 3.2822]
[0.4820, 4.7686]
[0.6954, 4.7947]
[0.5634, 5.9375]

According to Table 2, [Mlt';ta, ,

regress for DMU;, DMU;, DMUs, DMU1o, and DMUze, while [MI1E5,MI15’5] perfectly
indicates progress for them and also, [Mlti't';,,Ml o

and less percent of the progress for DMUs. Furthermore, [Mlt';ta, ,MItL;ta,] indicates more

Mlgta,] indicates more percent of the progress with respect to

total

percent of the progress and less percent of the regress for the rest of DMUS.

In this case study, the CCR DEA model (in an input-orientation) [14] have been used to
compute the efficiency of branch banks in different months. It is obvious that the other DEA

models can be used, too.

] indicates more percent of the regress
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5 Conclusions and future extensions

In this paper, we explore a method to compute the Malmquist productivity index for
evaluating productivity change of a DMU in several time periods (from the first to the last
periods) on interval data. Then it is compared with the Malmquist productivity index over two
time periods (the first and last time periods) on interval data for assessing progress and
regress of the target DMU. In section 2, we briefly describe to compute the Malmquist
productivity index over two time periods on interval data for evaluating productivity change
of a DMU. Our proposed method is presented in Section 3.

It seems that the obtained results from the Malmquist index in several time periods for
evaluating progress and regress of the DMU under evaluation are more careful than the
obtained results from the Malmquist index over two time periods, because all the time periods
between the first and the last time periods are considered in our proposed method, while they
are neglected in the previous methods.

At last, to reveal the proposed approach, we apply it to compute the Malmquist productivity
index of bank branches to assess progress and regress of the DMU under evaluation. We
suggest considering special data such as stochastic, interval, integer, fuzzy, etc. for future
researches.
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