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Abstract In this paper we consider a constrained optimization problem where the objectives are fuzzy
functions (fuzzy-valued functions). Fuzzy constrained Optimization (FO) problem plays an important
role in many fields, including mathematics, engineering, statistics and so on. In the other side, in the
real situations, it is important to know how may obtain its numerical solution of a given interesting
problem. In this paper we defined Necessary and sufficient optimality conditions for constrained fuzzy
optimization problem and a Hybrid Conjugate Gradient (HCG) algorithm was proposed for solving
FOP. The parametric form of the function was translated into an equivalent Fuzzy constrained
Optimization (FO) problem. Then, HCG algorithm was applied to solve the corresponding
optimization problem.
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1. Introduction

Fuzzy optimization problems have been studied by many researchers in several directions
with a lot of applications. A hybrid method of the Polak-Ribiere-Polyak (PRP) method and
the Fletcher & Reeves (FR) method is proposed for constrained optimization problems.

We consider the following nonlinear fuzzy optimization problem

min f=1f(x,....x,)
st §,(x)<0, j=1....m
It is well known that there are many methods for solving fuzzy optimization problems, where
the conjugate gradient(CG) method is a powerful line search method because of its simplicity
and its very low memory requirement, especially for the large scale optimization problem,
which can avoid, like steepest descent method, the computation and storage of some matrices
associated with the Hessian of objective functions.

Zadeh [3] first introduced the concept of fuzzy numbers and investigated their arithmetic
operation. The fuzzy numbers are widely applied in nonlinear function whose parameters are
all or partially represented by fuzzy numbers etc. Fuzzy Nonlinear Equation (FNLE) is useful
in solving problems which are difficult, impossible to solve due to the imprecise, subjective
nature of the problem formulation or have an accurate solution.
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In order to obtain the numerical solutions of the class of nonlinear equation with fuzzy
numbers, Abbasbandy etc. in [1,2] presented Newton algorithm and Steepest Descent (SD)
algorithm, respectively. Convergence of Newton algorithm in [1] is dependent on initial
approximate solution. If the initial solution is close to the exact one of the nonlinear function,
Newton algorithm can converge rapidly, or it may be divergent. Convergence of SD
algorithm in [2] has no dependence on initial solution, but its convergence rate is slow. It is
well known that Conjugate Gradient (CG) algorithm is an effective method for solving FO
problem. Its program design is simple and it need less computer memory. HCG algorithm is
an important development of CG algorithm, and it has some advantages which do not belong
to certain single CG algorithm. Therefore, it is an interesting problem to study how to use
HCG algorithm to solve the following FNLE:

F(x)=0 (1)
in which the whole or partial parameters are fuzzy numbers. In this paper, we dedicate to
propose a HCG algorithm for solving FOP.

2. Notation and the space of fuzzy number

A fuzzy set on R" is a mapping u: R" — [0,1]. For each fuzzy set u, we denote its a-level
set as [u]” ={XE R" |u(x)2a} for any ae(0.1]. The support of u is denoted by supp(u),

where supp(u) = {XE R"|u(x)>0}. The closure of supp(u) defines the O-level of u, .i.e.

[u]0 = cl(supp(u)), where cl(M) means the closure of the subse M = R".

Definition 2.1. A fuzzy set u on R is said to be a fuzzy number, if :
(1) uisnormal, i.e. there exists x, € R such that u(x,) =1;

(2) uis an upper semi-continuous function;

() u(Ax+(1-2)y)= min{u (x),u (y)},x, yeR, 1€[01];

(4) [u]0 is compact.

Let F denote the family of all fuzzy numbers. So, for any u e 7 we have that [u]” ek,
for all « e[O,l], where K. denote the space of all compact intervals in R, and thus the « -
levels of a fuzzy number are given by [u]” =[u,,d,].u,.U, eR forall «e[01]. Triangular

1 X0

fuzzy numbers are a special type of fuzzy numbers which are well determined by three real
number a<b<c and we write u=(a,b,c) and [u]” =[a+(b—a)a,c—(c—b)a], for all
a e[01].

For fuzzy numbers u, v e 7. represented by [u,.0,] and [v,.V, ], respectively, and for real
number A, we define the addition u+v and scalar multiplication Au as follows.

(u+v)(x)= ys,+l£)xmin {u(y)v(z)}
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(10)(x) = u[%) if 120.

0, if 1=0.
It is well known that, for every « €[0,1],
[usev]” =[ (), (V) |- +v, .0, +7,], @
and
[l <[ (aw),, () |=[min{2u, 20, }, max{2u,,28,}] ©)

3. Differentiable fuzzy function

Henceforth, K denotes an open subsetof R,and F : K — #. be a fuzzy function. For each
a €[0,1], we define the family of interval-valued functions F :K — K, associated with F ,
and given by

F,(x)=[F (x)]a .Forany a<[0,1] , we denote

F(x)=[£.(x).T.(x)].
Here, for each « €[0,1], the endpoint functions f, , f, :K >R are called upper and
lower function of F, respectively.

Definition 3.1. Let K< R with F :K — Z. a fuzzy function and x, € K and h be such
that x,+heK.
Then the generalized Hukuhara derivative ( gH-derivative, for short) of Fat x, is defined as

. 1
F'(X,) = hll_)rgﬁ[F(xo+h)®H F(XO)] :
(4)
If F'(x,) € F; satisfying (4) exists, we say that F is Hukuhara differentiable
(H-differentiable, for short) at X, .

4. Necessary and sufficient optimality conditions for constrained fuzzy optimization
problem

Let T < RR" be an open subset of R" and f,gj, for j=1,...,m be fuzzy-valued functions
defined on T. Consider the following nonlinear fuzzy optimization problem
(FOP) min f=1f(x,....%,)
st §;(x)<0, j=1...,m
where 0 is a fuzzy number defined as 6(r)=1 if r=0and O(r)=0 if r=0 and its level

setis 0, = {0} for « €[0,1].
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First we introduce the concept of convexity for fuzzy-valued functions.
Definition 4.1. Let T be a convex subset of R" and f be a fuzzy-valued function defined on

T.Wesaythat f isconvexat x° if:
f(Ax°+(1-2)x)< (20 f(xo)@)((l—l)e f(x))
Foreach 1€(0,1) and xeT .

Proposition 4.2. f :T — F(R) is convex at x° ifand only if f' and f, are convexat x°, for

all a<[0,1].
Kuhn-Tucker optimality conditions for (FOP) is considered as follows [6]:
Theorem 4.3. Let the fuzzy-valued objective function f T —->F(R) is convex and

continuously H-differentiable, where T < R" is open and convex. For j=1,...,m, the fuzzy-
valued constraint functions §; :T > F (R) are convex and continuously H-differentiable.

Let X :{x eT cR“:gj(x)sf), j:1,...,m} be a feasible set of problem (FOP) and let

x® e X . Suppose there is some xeT such that gj(x)<(~), j=1,...m. Then x° is a

nondominated solution of problem (FOP) over X if and only if there exist multipliers
0<y; eR, j=1,...,m, such that the Kuhn-Tucker first order conditions hold:

(FKT-1) jvf da+jf da+2/hV910( )=0

(FKT-2) z1; G5 (x )=Oforal| j=1...,m.

5. Hybrid Conjugate Gradient (HCG) algorithm

The parametric form of the fuzzy nonlinear Equation (1) can be written as

{()

(x.%.r)

Define the function G, :R* - R as follows:

G, (X)=G, (x,X)=F*(x,X,r)+F*(x,X,r), (6)
where re[0,] .
Then the problem (5) can be transformed into the following problem:

T m
< >
Il

=0y 01 5
Ao Trelod] (5)

Xl X

minG, (x) (7

Xeu

Obviously, for the same parameter r, the solution (x",X"), which satisfies the object function
G, (x",X")=0 , is also one of (5) .
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Remark 5.1.
G, (x,X) in (6) is different with the following, G, (x,X) definted in [2]:
G, (x,X)=[F(x.%,r)+F(x,x,r)]
It is clear that the function Gr(g, E) in (6) is more reasonable than (8).
Definition 5.2.[ 2]
Let ..The gradientof G, at x is denoted by VG, (x) and defined by
VGI‘ (X) = aGI' 18G_r
ox OX
Now, we apply a hybrid conjugate gradient algorithm to solve the problem (7).
Main steps of HCG algorithm 5.3.

Step 1. Give an initial solution X, (r) eu and atolerance error parameter £>0.
Let d, =-VG, (X)) , k=1
Step 2. If VG, (x) <& , then stop; or obtain step length «, by using exact line search

minG, (%, (r)+ed,),
and update iterative solution by X, (r)=X(r)+ed,,

Step 3. Get parameter S, by ﬂk+1=max{0,min{ "y k"flp}},

FR VGr (Xk+1 )2

where, a= ,
k+1 VGr (Xk )2
PRP _ VGr (Xkﬁ-l)T (VGr (Xk+1)_VGr (Xk ))
k+1 VGr (Xk )2

Step 4. Define search direction by
dk+1 = _VGr (Xk+1) + ﬂk+ldk
Let k=k+1, return step 2 .

6. Numerical example

51

(8)

(9)

(10)

(11)

(12)

(13)

(14)

We consider here a fuzzy optimization problem having fuzzy-valued objective function [6]

Example 6.1.
min f(xl,xz)z(éOXf)(Ja(B@xzz)
s.t g(xi,xz)z(x1—2)2+(x2—2)2Sl,
where 8=(1,2,3) and b =(0,1,2) are triangular fuzzy numbers defined on R as
(r-1),if1<r<2, r, if0<r<y1,
a(r)=4 (3-r),if2<r<3, and b(r)={(2-r), ifl<r<2,
0, otherwise 0, otherwise
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Now, we obtain

fr(x,%)=1+a)x’ +ax; and f°(x,%)=(3-a)x+(2-a)x; for a€[01].
Also,

- 2(a+1)x, 2(3—a)x 2(x, —2)
Vit = v = \Y =

AR el I TUR A g E R TR AR G
Therefore, we have

. 3%, . 5%,
Vit = Y = :
Z|)‘ « (%) da [XJ’ '([ « (h)da [3)(2]
From Theorem 2, we have the following Kuhn-Tucker conditions
(FKT-1) 8% +24(% —2)=0, 4x,+2u(x,—2)=0,

(FKT-2) p((%~2)"+(%,~2)" ~1)=0,
Solving these equations, we get the solution (x,,X,)=(6/5,3/2) and x=6. By Theorem2,
we say that (xj,x;):(6/5,3/2) is nondominated solution for given problem. Also the

minimum value of objective function is f, =(1.44,5.138.82) and we can find its
defuzzified value 5.13 by using center of area method.

7. Conclusion

In this paper, we improved the objective function of FO problem in [2], and proposed HCG
algorithm for solving FOP and analyze its convergence. Initially, we wrote a fuzzy
constrained optimization in a parametric form and then solve it by the steepest descent
method. Finally, a numerical example used to illustrate the proposed method.

References

1. S. Abbasbhandy and A. Asady, (2004). Newton's method for solving fuzzy nonlinear equations, Appl. Math.
Comput., 159 (2) 349- 356.

2. S. Abbasbandy and A. Jafarian, (2006). Steepest descent method for solving nonlinear equations, Appl.
Math. Compt., 174 (1) 669- 675.

3. J. J. Buckley and Y. Qu, (1990). Solving linear and quadratic fuzzy equation, Fuzzy Sets Systems, 38 (1),
43-59.

4. B. Bede, L. Stefanini, (2013). Generalized differentiability of fuzzy-valued functions, Fuzzy Sets Syst. 230,
119-141.

5. L. A. Zadeh., (1975). The concept of a linguistic variable and its application to approximation reasoning,
Inform. Sci., 3(2), 199-249.

6. V. D. Pathak, U. M. Pirzada., (2011). Necessary and Sufficient Optimality Conditions for Nonlinear Fuzzy
Optimization Problem, 4(1), 1 — 16.


http://ijorlu.liau.ac.ir/article-1-590-en.html
http://www.tcpdf.org

